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Distilling a UNiversal Encoder 

from Heterogeneous 2D and 3D Teachers
NLE’s

Multi-teacher distillation

decoder fine-tuning

✓ Teacher dropping [UNIC]
✓ Transformer projectors

✓ Feature standardization

+ 
Teachers are heterogenous
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Map-free Reloc. LeaderboardResults with a universal encoder 
2D vision 3D vision

A ViT-Base encoder for                    .

✓ Comparable or improved performance 
✓ Smaller encoder (Vit-B vs. ViT-L originally) 
✓ State-of-the-art Visual Relocalization (Map-free)

Goal
A single encoder for 

diverse 2D & 3D tasks

DINOv2
2D Foundation model

3D Foundation model

Human Perception model
Multi-HMR

Semantic
segmentation

Monocular 
depth 

estimation 

3D human 
mesh

tasks
(3D reconstruction, 

pose regression, etc.) 

DUNE MASt3R
decoder

Multi-HMR
head

depth
head

segmentation
head

DINO-v2: 18M generic images (subset of original training set) from 3 datasets

Multi-HMR: 500k images from 4 datasets, centered on humans, mainly synthetic

MASt3R: 2M real and synthetic images from 12 datasets 

(indoor scenes, outdoor landmarks, objects, etc.)

[UNIC] UNIC: Universal Classification Models via Multi-teacher Distillation. Sarıyıldız et al. ECCV’24.

[MASt3R] Grounding image matching in 3D with MASt3R. Leroy et al. ECCV’24.

Other results

Semantic segmentation

Multi-view pose regression

PCA visualization of encoder outputs

[Multi-HMR] Multi-HMR: Multi-person whole-body human mesh recovery in a single shot. Baradel et al. ECCV’24.

[DINOv2] DINOv2: Learning robust visual features without supervision. Oquab et al. TMLR’24.
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